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Anomaly diagnosis is vital to the performance of online transaction processing (OLTP) systems. In the
meanwhile, machine learning techniques can reason complex relationships beyond human abilities and
perform well on such problems. However, they rely on a large number of training samples for anomalies,
which are in serious shortage in both industry and academia due to the difficulty of collection. The problem
raises the demand of a benchmark for anomaly reproduction and data collection.

In this paper, we propose DBPA, a benchmark for transactional database performance anomalies. Specif-
ically, we identify nine common anomalies rooted in the diverse influence factors. For each anomaly, we
carefully design a reproduction procedure, which consists with its root cause in real-world databases. With the
reproduction procedures, users can easily generate a dataset in a new environment and extend new anomaly
types. For compound anomalies, we provide a generation algorithm that allows users to generate compound
anomalies data of any possible combinations with existing collected data. We also provide a large dataset of
both normal and anomalous monitoring data collected from various environments, facilitating the training of
machine learning models and the evaluation of new algorithms for anomaly diagnosis.

CCS Concepts: • Information systems→ Database performance evaluation; Autonomous database ad-
ministration.

Additional Key Words and Phrases: database performance, anomaly diagnosis, benchmark, dataset

ACM Reference Format:
Shiyue Huang, Ziwei Wang, Xinyi Zhang, Yaofeng Tu, Zhongliang Li, and Bin Cui. 2023. DBPA: A Benchmark
for Transactional Database Performance Anomalies. Proc. ACM Manag. Data 1, 1, Article 72 (May 2023),
26 pages. https://doi.org/10.1145/3588926

1 INTRODUCTION
Modern transactional databases are faced with complex problems of performance anomalies. With
the growth of the size and complexity of the database, the queries may suffer from performance
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regression due to inappropriate indexes, vacuums in the data blocks, or bad transaction logic. The
sudden increase in the arrival rate of the queries, especially for instant online services, can also
lead to performance degradation. It is difficult to manually diagnose performance anomalies in
modern transactional databases, and traditional algorithms might fail due to low precision and
recall [53, 74].
The diagnosis of anomalies can be defined as anomaly detection and classification problems,

where machine learning techniques can performwell [21, 35, 54, 69, 72–74]. In recent years, machine
learning techniques have made significant advances in detection and classification problems,
including tasks on images, natural language, and tabular data. Empirical studies [55] show that
they can perform better than traditional algorithms in anomaly detection and classification. To
diagnose database performance anomalies, the most commonly used data is the monitoring metrics
collected from the database and the operating system [41, 43]. It is in the form of tabular data,
which is suitable as the input of machine learning models.

However, there is a critical problem to apply machine learning to database performance anomaly
diagnosis. The machine learning models require a large amount of data for training [24], which
is deficient in both industry and academia. In industry, the performance anomalies have a low
detected rate. It is difficult to detect and reason the performance degradation of certain queries
within a complex workload [25]. Moreover, the monitoring metrics may not be recorded after a
diagnosis procedure is finished. Database administrators (DBAs) usually only record the appearance,
cause, diagnosis procedure, and fix procedure. Such data is not suitable for machine learning. In
academia, there are some small datasets for the experiments in the research of diagnosis algorithms.
Their sizes are small and the data lacks diversity in both environments and configurations, which
limits the generalization abilities of the machine learning models.

This problem reflects the demand for a benchmark dataset for database performance anomalies.
However, it is challenging to build a dataset due to the following issues.
Absence of determinate reproduction of database performance anomalies. A natural

reproduction approach is to passively observe the performance during a long-time stress testing
procedure [25]. The periods of the performance degradation are gathered as a dataset. A vital
weakness of this approach is that it is difficult to accurately identify the root causes of the anomalies.
The existing automatic diagnosis techniques are not reliable to work without manual interven-
tion [23, 41, 66]. Note that the performance anomalies usually do not trigger warning logs, so
their root causes are mainly identified by the monitoring metrics, which are unstable and complex.
Thus, it requires experienced DBAs to spend much time and effort analyzing the data. This is
unaffordable to construct a dataset with thousands of anomalous samples, which is a common
scale for machine learning. To accurately identify the root causes of the anomalies, the appropriate
approach is determinate reproduction that proactively reproduces each anomaly according to the
root cause.
Limited diversity of scenarios for the same anomaly type. For one anomaly type, the

corresponding monitoring data can be quite different because of the various influence factors,
which compose the reproduction scenarios of the anomaly [44, 45]. Take the anomaly of missing
indexes as an example, the scenario of this anomaly can be generally described as follows. First,
the anomalous queries are operated in a certain system environment with some other concurrent
queries as the background workload. Second, the table that suffer from missing indexes has a certain
shape, which is determined by the number of columns, the size of each column, and the number
of rows. Finally, there is a certain concurrency degree of the slow queries on that table, which is
measured by the number of queries that concurrently execute. The dataset should contain multiple
values for these dimensions so the machine learning algorithms can learn the common features
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and generalize to other scenarios. However, the existing datasets [23, 41, 66] only contains limited
scenarios, which essentially restricts the generalization ability of the applied algorithms.
Missing support for compound anomalies. It is common that different anomalies occur at

the same time [66]. But there is no benchmark supporting the compound anomalies of various
possible combinations. One reason is that it is unaffordable to reproduce all the possible compound
anomalies because of the large number of combinations. An alternative approach is to allow the
users to generate the data for compound anomalies with existing data, which is equally helpful as
the samples for the diagnosis algorithm. However, the monitoring metrics of compound anomalies
are not a simple combination of the values for single anomalies. A carefully designed algorithm is
needed to generate the data of compound anomalies from single anomalies.

Motivated by the problems, we proposeDBPA, a benchmark for transactionalDataBasePerformance
Anomalies, which provides both the anomaly reproduction procedures and a corresponding dataset
with various scenarios. Users can employ DBPA for the following tasks.

(1) Train a machine learning model for anomaly diagnosis with DBPA dataset in a similar
database environment.

(2) Reproduce the anomalies and collect enough data with DBPA benchmark for machine learning
tasks in other various database environments.

(3) Evaluate the algorithms easily for database performance anomaly detection and diagnosis
with DBPA dataset.

Based on our industrial diagnosis experiences and related research work [23, 66], we select
nine common anomaly types rooted in the database environment, the workload amount, and
the queries. To ensure determinate reproductions, we analyze the root cause of each anomaly
type and design specific reproduction procedures. We also verify that the anomaly happens by
checking the performance of specific queries. For diversity, we not only set up different system
environments and background workloads, but also have different configurations for each anomaly
type. To support compound anomalies, we propose a generation algorithm that can generate the
data of compound anomalies through the data of single anomalies and the normal data. We select a
few combinations of anomalies that cover all the supported types and construct a dataset for them
through reproduction. The generation algorithm is trained on the collected combinations, and can
be used to generate any combination of the supported anomalies

We summarize our contributions as follows.

• We propose the determinate reproduction procedures of common database performance
anomalies, which allows the users to collect abundant data for anomaly diagnosis.

• We construct a large dataset of transactional database performance anomalies, which has
diverse scenarios and supports compound anomalies.

• We evaluate common algorithms for anomaly detection and diagnosis with DBPA. With
empirical studies, we prove that DBPA can improve the performance of anomaly diagnosis
in transactional databases by enhancing the abilities of machine learning algorithms.

The rest of the paper is organized as follows. Section 2 presents some related work. Section 3
introduces the preliminaries of common anomaly types and requirements for a benchmark. Section
4 shows how we reproduce the selected common anomalies. Section 5 shows how we construct
our dataset. Section 6 shows the validation experiments of DBPA. Section 7 shows the evaluation
experiment of some common algorithms for anomaly detection and diagnosis. Section 8 summarizes
this paper.
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Table 1. Open Datasets of Database Anomaly.

Ref. #Cases Diversity Anomaly Types

[66] 396 3 environments 10
[41] 319 Diverse services 10 iSQs
[23] 200 Diverse throughputs 10

2 RELATEDWORK
Database Performance Anomaly Diagnosis. Some traditional algorithms are proposed to
diagnose the performance anomalies in transactional databases, but machine learning is seldom
used. DBSherlock [66] uses causal models to diagnose performance anomalies. The dataset for its
experiment is small and lacks diversity. ISQUAD [41] focuses on intermittent slow queries and uses
a clustering algorithm, TOPIC, to identify the anomaly types. Its dataset comes from the service
workloads of Alibaba OLTP Database, and the number of anomalies is also small. Dundjerski et
al. [14] use an end-to-end rule-based method to diagnose the anomalies in Azure SQL Databases [3].
Both the data and the diagnosis method are only for Azure SQL. AutoMonitor [23] uses a modified
version of K-Nearest-Neighbor (KNN), a naive machine learning algorithm, for diagnosis. The
dataset still has a small size and lacks diversity. Some other researchers use debug logs [18, 46] or
time metrics [9, 26, 27] for diagnosis, but the collection of such data has a significant influence on
database performance. We summarize the properties of the open datasets in Table 1. DBPA has a
larger data size, more diversity in scenarios, and extensiveness to various anomaly types.
Benchmarks for Anomaly Detection. Some researchers [15, 20, 22, 33, 49] construct bench-

marks for anomaly detection by transforming real-world data. Based on the datasets, they design
certain evaluation metrics for different anomaly detection algorithms, such as point difficulty [15]
and NAB Score [33]. Exathlon [22] serves as a benchmarking platform for both evaluations and data
analysis. TSB-UAD [49] employs data augmentation and introduces novel measurements of dataset
difficulty. ADBench [20] assesses comparison angles including the availability of supervision, the
anomaly types, and the algorithm robustness. Our work differs from theirs in three aspects. First,
we provide both the dataset and the approach to generate the data from scratch. Second, our
benchmark contains different types of anomalies, so it can be used for both anomaly detection and
diagnosis. Finally, we focus on the performance anomalies of transactional databases and design
the reproduction procedures that consist with the root causes.

Database Tuning. The tuning techniques have been extensively studied in databases, including
knob tuning [1, 13, 16, 17, 31, 34, 67, 68, 70, 71, 75], index selection [2, 30, 51, 60], workload balancing
and resource management [42, 57, 58, 61, 62], etc. They help improve database performance as
advisors for better configurations. Our work is orthogonal with the tuning techniques, whose target
is not to tune, but to identify the type of the anomaly, trigger the tuning procedures and indicate
which component (e.g., knob, index, etc.) to tune in complex modern databases. Even for a DBMS
equipped with a tuning tool, DBPA can still help troubleshoot the system because we support
various configurations and provide verification conditions for the occurrence of the anomalies.

3 PRELIMINARIES
3.1 Common Performance Anomalies
Database performance anomalies are presented as the increase of query latency or the decrease of
transaction throughput. Their root causes correspond to the various influence factors of database
performance, which helps categorize the common anomaly types for DBPA.
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The performance of a transactional database system is mainly influenced by the database envi-
ronment, the workload, and the design of the database management system (DBMS) [32, 74]. We
consider a given DBMS design stable, so we focus on the environment and the workload, which
can be separated into two aspects: the amount [61] and the queries [11, 29, 59]. So we explore the
common anomalies caused by the three categories. Based on the diagnosis history from an indus-
trial database service, our experiments, and other research work [23, 66]. We select the following
anomaly types for DBPA.
Database Environment: We consider the database configurations and the resources as the

main influence factors.
(1) Small shared buffer. It is a representative bad configuration [1] that causes database per-

formance downgrade. The shared buffer works as the cache of the disk, which can significantly
influence the database performance [34, 67, 70]. A small shared buffer is a common anomaly caused
by mistaken adjustments. Some other bad configurations, such as small work memory, may not sig-
nificantly affect the performance of most queries in a transactional database according to empirical
studies [68].
(2) I/O saturation due to other processes. It is a representative of resource bottleneck and differs

from the anomaly caused by the workload. The main system resources include I/O, CPU, memory,
and network [37, 47]. In a hard-disk DBMS like PostgreSQL, CPU and memory are usually not the
bottleneck resources [12], and our experiments also show that CPU and memory saturation does
not lead to significant performance degradation. Network problems mainly occur in distributed
systems [7, 39]. So we only select I/O bottleneck for reproduction.

Workload Amount: The amount of the workload can be measured as the number of transactions
sent to the database per second. Large workload amount can cause pressure on the file system, the
transaction system, and the resources [42].

(1) Highly concurrent inserts. The anomaly relates to the file system, where the expansion of data
files becomes a bottleneck.
(2) Highly concurrent commits. The anomaly relates to the transaction system, where the wait

events increase.
(3) Heavy workloads. Simply increasing the workload amount can lead to heavy resource con-

sumption and degrades performance.
Query Triggered: These query-triggered anomalies only influence specific queries instead of the

general workload. We select four typical anomalies related to indexes [30], vacuum, and locks [12].
(1) Missing indexes. The select queries on large tables may slow down due to index missing.
(2) Too many indexes. The performance of the insert, delete, and update queries may slow down

because they need to update the indexes synchronously.
(3) Vacuum. The vacuums refer to the empty spaces of the deleted data in common disk-based

databases. They can lead to unnecessary I/O consumption and typically cause performance degra-
dation in PostgreSQL because it always appends new data to the end of the tables [12]. In MySQL,
the new data is inserted into the vacuums, not causing performance anomalies [48].

(4) Lock waits. The queries with writes require the locks, which can increase the latency.
There are still some anomaly types that are not covered by the listed ones according to the

database service environment, such as the poorly-written queries, which are related to the query
design of specific database services and are difficult to generalize to various environments. These
anomalies can still be categorized into the mentioned performance influence factors. Based on
these factors, we allow the users of DBPA to extend new anomaly types as needed.
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3.2 Requirements
Before presenting the design of DBPA, we discuss the requirements of a reliable benchmark for
database performance anomalies as guidance. We consider both the challenge issues in Section 1
and practical demands [15, 33], and propose the following six requirements.
(1) Consistency. The reproduction procedures should consist with the root causes of the anomalies.
(2) Correctness. It is possible that the designed reproduce procedure does not cause the occurrence

of the expected anomaly. The reproduction is correct only if the performance degradation
appears.

(3) Diversity. The benchmark should involve as many influence factors, i.e., scenarios for the
monitoring data as possible.

(4) Support for compound anomalies. The benchmark should support different combinations of
anomalies.

(5) Extensiveness. Various anomaly types should be supported and the reproduction procedure
should be able to generalize to new anomaly types.

(6) Effectiveness. The monitoring metrics that we collect should be effective to help performance
anomaly diagnosis.

In the rest of the paper, we showhowDBPAmeets the requirements by describing the details of the
anomaly reproduction and dataset construction, followed by validation experiments. Specifically, we
carefully design the reproduction procedures and strive to reproduce the root causes for anomalies
(consistency) with a verification of the performance degradation (correctness). Andwe set up different
system environments, background workloads, and configurations for each anomaly type (diversity)
and design a generation algorithm (support for compound anomalies). For extensiveness, we provide
specific instructions for supporting new anomaly types. And finally, we validate the effectiveness,
diversity, and support for compound anomalies of DBPA through experiments.

4 REPRODUCTION OF COMMON ANOMALIES
In this section, we first introduce the backgroundworkloads, then show the reproduction procedures
of the common anomalies in three categories.

4.1 Background Workloads
Before reproducing the anomalies, we should design the background workloads as the simulation
of a normal database service environment. The background workloads can also be used to generate
normal data in contrast to the anomalies.

We use some OLTP benchmarks from OLTPBench [10] as background workloads. The selected
benchmarks include TPC-C, TATP, Smallbank, and Voter. We limit the number of terminals to make
the hard disk throughput less than 60 percent of the maximum. This ensures that the background
workloads do not suffer from I/O saturation.

After designing the backgroundworkloads, we design the reproduction procedures of the anomaly
types. Table 2 provides an overview of the anomaly categories, types, reproduction methods, and
verification methods. The selected reproduction and verification methods are suggested by our
industry partner based on the DB environments and the tolerance of performance degradation.

4.2 Database Environment Anomalies
To reproduce database environment anomalies, we set up an anomalous environment and run the
background workload, which should be influenced by the environment and become anomalous. To
verify the correctness, we compare the average throughput of the workload in the normal/anomalous
environments.
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Table 2. Selected Anomaly Types.

Category Type Reproduction Verification

Database Small Shared Buffer Modify the Knob Throughput < 10% Normal
Environment I/O Saturation Inject I/O Ops Throughput < 10% Normal

Workload Highly Concurrent Inserts Inject Queries Latency > 1.5× Normal
Amount Highly Concurrent Commits Inject Queries Wait Events Detected

Heavy Workloads Inject Workloads Latency > 1.5× Normal

Query Missing Indexes Inject Queries Latency > 20× Normal
Triggered Too Many Indexes Inject Queries Latency > 1.5× Normal

Vacuum Inject Queries Latency > 1.5× Normal
Lock Waits Add Locks Wait Events Detected

Small Shared Buffer. According to the experience of some DBAs from the industry, an appro-
priate size of the shared buffer is around 25 ~40 % of the available memory of the instances. To
reproduce the anomaly, we set the knob ‘shared_buffers’ to a small value, which is decided by ob-
serving the corresponding throughput [65]. If the throughput is lower than the normal throughput
by 10%, we consider the reproduction to be correct.

I/O Saturation Due to Other Processes. We use stress-ng 1, a tool to stress operating systems
to inject I/O consumption. If the throughput of the background workload is lower than the normal
throughput by 10%, we consider the reproduction to be correct.

4.3 Workload Amount Anomalies
The general reproduction procedure of workload amount anomalies is different from that of database
environment anomalies. We continuously run the background workload, and inject a large amount
of the specific workload. To verify the correctness, we construct a baseline that injects a small
amount of the specific workload, which is still considered normal. Then we compare the average
latency of the injected workload between the reproduction and the baseline. For certain anomaly
types, we can also check the wait events.
Highly Concurrent Inserts.We create an empty table and inject insert queries to that table

with high concurrency. To make a difference from highly concurrent commits, we commit only
once for several inserts. We take single-thread inserts as the baseline, and check the latency of the
injected inserts for correctness, which should be more than 1.5 times longer than the baseline.

Note that we only insert into one specific table. The column number and the column size of the
table are part of the configuration parameters of this anomaly, which will be discussed in Section
5.2. The scenario of multiple inserted tables is considered as compound anomalies of the same type
because of the various combinations of the table shapes, which will be discussed in Section 5.4.

Highly Concurrent Commits. We still create an empty table and inject insert queries, but we
commit for every insert. To avoid the bottleneck of file expansion speed, which is the root cause
of highly concurrent inserts, we set the data size of insertion to be small. We use the queries that
commit once for several inserts as the baseline and valid the correctness by querying the active
wait events for the WALWriteLock. In PostgreSQL, we execute select * from pg_stat_activity where
wait_event = ‘WALWriteLock’ and state <> ‘idle’;. The result of the baseline should be empty but
that of the reproduction should not.

1https://wiki.ubuntu.com/Kernel/Reference/stress-ng
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Heavy Workloads. We inject the background workloads from OLTPBench with a higher
concurrency degree. If the average latency of the injected workloads is more than 1.5 times longer
than the baseline of the normal background workload, we consider the reproduction to be correct.

4.4 Query-triggered Anomalies
For query-triggered anomalies, the general reproduction procedure is similar to database environ-
ment anomalies. The only difference is that we need to construct the trigger for the anomalous
queries at the beginning. To verify the correctness, we construct a baseline without the trigger for
comparisons.
Missing Indexes. Missing indexes can lead to a full table scan on a large table, which is the

main cause of the performance anomaly. So we first create a large table without the primary key
index. Then we run the background workload, and inject some select queries that have filtering
conditions on the primary key. As a baseline for the correctness, we build the primary key index
and inject the same queries. If the average latency of the anomalous queries is more than 20 times
longer than the baseline, we consider the reproduction to be correct. We choose a large number
because a full table scan is significantly slower than an index scan on a large table.
Too Many Indexes. Building too many indexes can also cause a performance anomaly since

the insert, delete, and update operations on indexed columns causes updates of the indexes [30]. To
reproduce the anomaly, we first create a table of normal size, and build indexes on several columns.
Then we run the background workload, and inject update queries. As the baseline, we remove all
indexes except the primary key index, and inject the same queries. The correctness is validated if
the average latency of the anomalous updates is more than 1.5 times longer than the baseline.

Vacuum. Vacuums refer to the space of the deleted rows in the tables. In PostgreSQL, new data is
inserted at the end of the tables instead of the vacuums [12], so the space consumption can be much
larger than the size of valid data. The performance of a scan on a table with too many vacuums
degrades because of the unnecessary I/O consumption. To reproduce this anomaly, we first create
a large table and delete a certain percentage of data at the beginning of the table, which ensures
the existence of vacuums. Then we drop the primary key index if it exists so that the select query
on this table will make a full table scan instead of an index scan. The reason for avoiding index
scans is that the influence of vacuums is negligible for index scans. It differs from the reproduction
of missing indexes by a smaller size of valid data. Next, we run the background workload and
inject some select queries. To construct a baseline, we create a table with the same size of data but
without vacuums. If the average latency of the anomalous queries is more than 1.5 times longer
than the baseline, the correctness is verified.
Lock Waits. The reproduction of lock waits is slightly different. To trigger anomalous lock

waits, we start a transaction with a full table update on a medium-sized table (i.e., around 10% of
the database size) of the background workload. The transaction is not committed and we start
the background workload. The updates on that table should wait for the lock [64]. We use the
normal background workload as the baseline and the existence of active wait events validates the
correctness.

4.5 Extension to New Anomaly Types
Users can extend our reproduction procedures to new anomaly types. For example, if a user wants to
add an anomaly for a certain-form poorly-written queries, the general procedure of query-triggered
anomalies should be followed. A table for that query should be created first. Then the background
workload starts and the anomalous queries are injected. To validate the correctness, a baseline
should be performed with the corresponding well-written query. If the average latency of the
anomalous queries is more than certain times longer than the baseline, the correctness is ensured.
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5 DATASET CONSTRUCTION
With the help of the reproduction procedures, we can construct a reliable dataset for anomaly
diagnosis. In this section, we first introduce the collection of the monitoring metrics. Then we
show how we construct the dataset with diversity in both the environments and the configurations.
Next, we introduce how users can generate a dataset with DBPA in a new environment. Finally, we
show how DBPA supports compound anomalies.

5.1 Monitoring Metrics
The data we collect should be helpful for performance anomaly diagnosis. The related work on
database anomaly diagnosis takes either the monitoring metrics, the debug logs, or the query-level
time metrics as the input of the diagnosis algorithm. The collection of the debug logs [18, 19, 46]
can significantly influence the performance of the database system. To collect the time metrics [9,
26, 27], the database should write a query-level execution log, largely downgrading the database
performance. So the most practical and commonly-used data for performance anomaly diagnosis is
the monitoring metrics, which are also suitable for the machine learning algorithms that we want
to apply.
All the monitoring objects and metrics we used are listed in Table 3. According to the related

work [41, 43], the monitoring metrics for anomaly diagnosis should include both the operating
system metrics and the database metrics. The operating metrics refer to the resources such as I/O,
CPU, memory, and network, and other statistics such as the number of interrupts, locks, processes,
and sockets. The database metrics are acquired by querying the database system, including the usage
of the buffer, the database size and its changes, the connection status, the number of transactions,
the status of the locks, and the configuration values. We adopt an open-source tool, Dool 2, to
collect the operating system metrics and design some plugins for Dool to support the collection
of database metrics. Each sample of the collected data consists of a series of the values of all the
metrics at each timestamp, and the interval between two timestamps is five seconds.

5.2 Diversity
The diversity of data is beneficial to the generalization ability of machine learning models [40, 50].
Given test data from a new scenario, the machine learning model is more likely to make correct
predictions if its training data is more diverse. To collect data with high diversity, we set up different
scenarios for each anomaly type.
The scenario of an anomaly includes both the environment and the configurations. For the

environments, we set up four background workloads as mentioned in Section 4.1 and four system
environments as follows. To set up the system environments, we use a Ubuntu 16.04 server with
96 logical cores of CPU and 512 GB memory as a physical machine and use different dockers to
simulate different system environments. Each docker has an operating system of Ubuntu 16.04 and
a DBMS of PostgreSQL 12.9. We set up four dockers with different CPU and memory limitations,
i.e., 32 / 64 cores of CPU and 128 GB / 256 GB memory. We adjust the database configurations of
the shared buffers according to the available memory.
For the configurations, we use different parameters for each anomaly type. For database envi-

ronment anomalies, we configure different values for the environmental factors. For workload
anomalies, a new table usually needs to be created, which has the number and the size of the
columns as parameters. If there are scans on that table, the number of rows should also be a param-
eter. For injected queries, the concurrency degree is a parameter. There are also other parameters
for specific anomaly types, such as the number of indexes for the anomaly of too many indexes,

2https://github.com/scottchiefbaker/dool
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Table 3. Monitoring Metrics.

Object Metrics Description

cpu/total usr, sys, idl, wai, stl CPU Usage
dsk/total read, writ Disk I/O Speed
net/total recv, send Network Speed
paging in, out Memory Pages
memory used, free, buff, cach Memory Usage
system int, csw Interrupts & Context Switches
procs run, blk, new Process Counts
load avg 1m, 5m, 15m Avg Workload in Given Time
swap used, free Swap Usage
interrupts interrupts Interrupt Counts
io/total read, writ I/O Counts
async #aio Asynchronous I/O Counts
filesystem files, inodes File System
sysv ipc msg, sem, shm System V for IPC
file locks pos, lck, rea, wri File Locks
sockets tot, tcp, udp, raw, frg Socket Counts
tcp sockets lis, act, syn, tim, clo TCP Socket Counts
udp lis, act UDP Socket Counts
unix sockets dgm, str, lis, act Unix Socket Counts
vm majpf, minpf, alloc, free Virtual Memory Usage
advanced vm stal, scanK, scanD, pgoru, astll Advanced Virtual Memory
zones memory d32F, d32H, normF, normH Memory Zone Usage

dbsize size, grow, insert, update, delete Database Size
conn conn, %con, act, LongQ, LongX, etc. Database Connections
locks Locks Database Lock Counts
transactions comm, roll Database Transaction Counts
pg_buffer clean, back, alloc, heapr, heaph, ratio PostgreSQL Buffer Usage
pg_settings shared_buffers, max_connections, PostgreSQL Configurations

work_mem, autovacuum_work_mem,
autovacuum_max_workers, etc.

mysql_buffer data, free, dirty, flushed, readr, reads, ratio MySQL Buffer Usage
mysql_settings innodb_buffer_pool_size, MySQL Configurations

innodb_buffer_pool_instances,
max_connections, etc.

and the percentage of deleted data for the anomaly of vacuums. We do not consider the number of
the tables as a parameter because there are too many combinations of the table shapes. Instead,
we consider the scenario with multiple tables as compound anomalies, which will be discussed in
Section 5.4.

We set various values for every parameter and construct the dataset. For each configuration, we
repeat the reproduction procedure for specific times according to the number of configurations of
the anomaly type. The data sizes are shown in Table 4. The interval between two timestamps is five
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Table 4. Data Sizes of Single Anomalies.

Anomaly Type Samples Timestamps

Small Shared Buffer 64 768
I/O Saturation 240 2880

Concurrent Inserts 2304 27648
Concurrent Commits 2304 27648
Heavy Workloads 720 8640
Missing Indexes 1152 13824
Too Many Indexes 3072 36864

Vacuum 2304 27648
Lock Waits 120 1440
Normal 2880 34560

seconds. The duration of one sample is around one minute long, i.e., twelve timestamps, except for
small shared buffer which is ten minutes long.

5.3 Benchmark Architecture and APIs
The architecture of DBPA consists of two parts: the reproduction framework and the evaluation
framework.
The reproduction framework is shown in Figure 1. It serves the users that want to generate a

dataset with DBPA in a new environment. The components are separated on two instances, one
as the database server and the other as the client. On the database server, the DBMS, Dool, and
stress-ng are installed. On the client, the OLTPBench is installed and the reproduction scripts of the
anomalies are placed. For each anomaly type, there is a Shell script as the reproduction controller,
which controls OLTPBench, Dool, stress-ng, and the Python scripts for DB operations. It records the
execution logs.
We provide a codegen tool to generate the reproduction scripts from XML files with four main

tags: env, table, workload, and inject. It serves the users in two ways. First, users can easily design
the scenario combinations for each anomaly by modifying the XML tags. Second, users can extend
DBPA to new anomaly types based on the XML templates.

In the evaluation framework, the data on the server and the logs on the client are processed into
a dataset. Then the algorithms are applied to evaluate the metrics like accuracy, precision, recall,
F1 score, etc. To support user-defined algorithms, we provide a basic interface with init, train, and
predict functions. Both traditional and learning-based algorithms are supported.

5.4 Compound Anomalies
In real-world databases, it is common for several types of anomalies to occur at the same time, or
for the same type of anomaly to occur on several tables. We consider them as compound anomalies
that require to be supported by the benchmark. A challenge is that there are too many possible
combinations of anomalies and it is unaffordable to conduct the reproduction procedure for all
the combinations. Therefore, to support compound anomalies, we provide both a dataset and a
generation algorithm that can learn compound anomalies from existing data.
Dataset. The dataset contains a few combinations and each of them involves two anomalies.

For the validation experiments in Section 6.3, we design two groups of combinations. Each group
contains three combinations, A + B, A + C, and B + C, where A, B, and C are three anomaly types.
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<env> ... </env>
<table>

<ncolumns>
10,20

</ncolumns>
...

</table>
<workload>

<bench>
tpcc,tatp

</bench>
...

</workload>
<inject>

...
</inject>

DBMS
Dool

Monitor

Data

*.xml

Record

stress-ng

Codegen
Input Generate

start_dool
for ncolumns in 10 20; do

...
python create_table.py --ncolumns $ncolumns ...
for bench in tpcc tatp; do

oltpbenchmark -b $bench ...
for nclient in ...; do

python inject_sqls.py --nclient $nclient ...
done

done
done
stop_dool

*.sh
db.connect(...)
...
c.execute('INSERT INTO ... ')

*.py
OLTPBench

Inject queries Background 
workload

Log

Record

Server

Client Reproduction controllerConfigs

DB operations

Fig. 1. Reproduction Framework of DBPA

The anomalies in the first group are from the same category, and those in the second are from
different categories. In addition, we have another three combinations to make sure that the dataset
covers all the supported anomalies. All the combinations and their data sizes are listed in Table 5,
where the two groups are listed first.

Generation Algorithm. For other combinations that involve two or more anomalies, we provide
a generation algorithm. Users can select appropriate combinations according to the application
scenarios and generate the data with our algorithm. It takes two slices of anomalous data and a slice
of normal data as the input and predicts a slice of data of the compound anomalies which means
that the two input anomalies happened at the same time. The normal and anomalous data slices
should be collected with the same system environment and background workload. To generate
combinations that involve more than two anomalies, the user can simply input the data slices of
compound anomalies.

There are some naive algorithms to combine the two slices of anomalous data, such as average,
maximum, and minimum. These algorithms could have significant errors, especially for the metrics
that have a significant difference between the normal and the anomalous. To improve the quality
of the generated data, we propose to use learning-based regression models. The models take two
anomalous data slices and one normal data slice as input and predict the value of data slices for
the compound anomalies. We select Random Forest [4], XGBoost [8], and LightGBM [28] as the
regression models, which generally have small errors in experiments.

Users can prepare the training data for the models by taking all the involved single anomalies and
some normal data as features and taking the compound anomalies that cover the target anomaly
types as labels. For instance, they can use the single anomalies of A, B, and C with some normal
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Table 5. Data Sizes of Compound Anomalies.

Anomaly X Anomaly Y Minutes MB

Missing Indexes Lock Waits 192 11.72
Missing indexes Too many indexes 512 5.67
Too many indexes Lock Waits 192 12.30
Too many indexes Heavy Workloads 512 13.41
Too many indexes I/O Saturation 256 6.46
Heavy Workloads I/O Saturation 256 6.28
Missing indexes Concurrent Commits 768 18.20
Too many indexes Vacuum 512 5.69
Small Shared Buffer Concurrent Inserts 512 12.71

data as the features, and use the compound anomalies of A + B and A + C as the labels, to train a
model to generate the data of B + C.

To ensure small errors, we do not predict multiple metrics with one model. There is a high cost
of computation and storage if we fit models for all the metrics. To improve the efficiency of the
generation process, we propose to combine the regression models with naive algorithms. For each
monitoring metric, We use the anomaly detection module of DBSherlock [66] to check whether it
has a significant difference between the normal and the anomalous. For those without a significant
difference, we simply use the naive average values of the anomalies. For the rest, we employ the
machine learning models. Specifically, we use Random Forest for anomalies of the same category
and use LightGBM for those of different categories, because they generally have smaller errors.

6 VALIDATION EXPERIMENTS
Our designed anomalies reproduction procedures ensure that DBPA meets the requirements of
consistency, correctness, and extensiveness. The rest of the requirements are related to the quality of
our dataset. In this section, we show the results of the validation experiments on these requirements,
i.e., the effectiveness of monitoring metrics, the diversity of scenarios, and the support for compound
anomalies.

6.1 Validation on Effectiveness
In this part, we check the effectiveness of the monitoring metrics by verifying the differences
between the data of each anomaly type and the normal data. First, there should be a significant
difference between the normal and the anomalous. Second, such differences should be explicable
according to the anomaly types. Finally, different anomaly types should have different important
metric patterns that distinguish the anomalies from each other.

For the experiments, we first select the important metrics based on the XGBoost [8] models. We
fit one model for each anomaly type. The model is trained for one-vs-rest binary classification
to distinguish between the specific anomaly type and others (including the normal). We employ
XGBoost as the model, which can generate the importance weight of each input feature, i.e., each
monitoring metric. Specifically, the reduction of Gini indexes on the split points of the tree models
in XGBoost is used to generate the weights, and we can find out the important metrics based on the
weights. We do not use the anomaly detection algorithms in the related work of database anomaly
diagnosis like DBSherlock [66], because they only focus on the differences between the normal and
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Fig. 2. Top-3 Metrics for Each Anomaly Type.

the anomalous, and omit the differences between different anomaly types. The one-vs-rest XGBoost
models can meet both of the requirements.
We show the plot of the top-3 important metrics in Figure 2 for each anomaly type. The x-axis

represents the timestamps and the y-axis represents the metrics normalized to the range 0-1. The
junction of the white and the gray areas indicates the timestamp that we start to reproduce the
anomaly, and the grey background indicates the region of anomaly. We show the results and
explanations of the differences as follows.
Database Environment Anomalies. The results of small shared buffer are shown in Figure

2 (a). The top-3 metrics are the data size of disk writes (dsk_total_writ), the count of I/O writes
(io_total_writ), and the CPU idle time (total_cpu_usage_idl). All the metrics become more unstable
with a small shared buffer. The count of I/O writes generally increases because the count of swap-
outs increases for the shared buffer. The data size of disk writes does not significantly increase
because the average throughput of transactions is lower than normal.
For I/O saturation, the top-3 metrics are the network receive speed (net_total_recv), the rate of

committed transactions (postgresql_transactions_comm), and the CPU time that waits for I/O (to-
tal_cpu_usage_wai). There are decreases in both ‘net_total_recv’ and ‘postgresql_transactions_comm’
because the throughput is lower than normal, and ‘total_cpu_usage_wai’ increases because of the
I/O bottleneck.
Workload Amount Anomalies. As shown in Figures 2 (c), (d), and (e), all the anomalies of

this category consume more resources due to the increase in the workload amount. The signif-
icant metrics include the growth rate of database size (postgresql_dbsize_grow), the CPU time
of I/O waits (total_cpu_usage_wai), the memory metrics (memory_usage_cache for disk cache,
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memory_usage_free for free memory, and memory_usage_buffer for buffer cache), and the inode
number in the file system (filesystem_inodes).

For highly concurrent inserts, the expansion of the data file is the bottleneck, so ‘total_cpu_usage_wai’
increases, and ‘filesystem_inodes’ is not significant. For highly concurrent commits, many transac-
tions of insertions are blocked, so ‘postgresql_dbsize_grow’ is not significant. For heavy workloads,
both ‘filesystem_inodes’ and ‘postgresql_dbsize_grow’ are significant.
Query-triggered Anomalies. Both missing indexes and vacuum have full table scans that in-

crease the consumption of resources as shown in Figures 2 (f) and (h). For missing indexes, the free
memory (memory_usage_cache) decreases, while the usage of disk cache (memory_usage_cache)
and the CPU time in the user mode (total_cpu_usage_usr) increase. For vacuum, the average
system workload in 15 minutes (load_avg_15m) and the used memory (memory_usage_used)
increases, while the normal free memory zones (zones_memory_normF) decrease. Note that ‘to-
tal_cpu_usage_usr’ is not a significant metric for vacuum because computations do not operate on
the vacuum of the data blocks.

For Too many indexes and Lock waits, the index modifications and the waits for locks slow down
the queries, so the resource consumption is lower as shown in Figures 2 (g) and (i). The number of
update transactions (postgresql_transactions_update) is significant for Too many indexes and the
number of locks (postgresql_locks_Locks) is significant for Lock waits, which consists with their
root causes.
The results of the experiments show significant differences between anomaly types, which is

explicable according to our analysis and validate the effectiveness of the monitoring metrics in
DBPA.

6.2 Validation on Diversity
We have two groups of diversity validation experiments. One is to check whether the DBPA dataset
has significant diversity. The other is to validate whether the diverse dataset is beneficial to the
generalization abilities of the machine learning models for anomaly diagnosis. We focus on the
background workloads and system environments for diversity validation, and we check the accuracy
of diagnosis as the indicator.

First, we take the four background workloads for validation, where we mix the data of different
system environments and uniformly split the training/test sets. We first train a multi-class classifi-
cation model of XGBoost with the data from each workload and test its accuracy on every other
workload. As a baseline, we also test the accuracy where we use the same workload for training and
test. The training set contains 60 percent of the data and the test set contains the rest 40 percent.
Then we train a model with the data from three scenarios and test the rest. The results are shown in
Table 6. If the model is trained on one workload and tested on another, the accuracy is low, which
validates the diversity of the data. If the model is trained on three workloads, the accuracy (column
‘other’ in Table 6) is much higher, which shows the benefits of the diversity to the generalization
abilities of the models.

Then we focus on the four system environments, where we mix the data of different background
workloads. The results are also shown in Table 6. We use the number of CPU cores and the memory
size in GB as the identifiers of each environment. The accuracy is generally much lower than in the
previous experiment, which indicates that the difference in the data is more significant for different
system environments. The accuracy improvement due to the diversity of the training data is also
more significant, which validates the benefits on generalization.
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Table 6. Diversity Validation with Different Environments.

Test Training
Workloads TPC-C TATP Voter Smallbank Others

TPC-C 0.9499 0.8780 0.7718 0.7908 0.8876
TATP 0.8091 0.9458 0.8307 0.8312 0.9580
Voter 0.7925 0.8597 0.9502 0.8609 0.9434

Smallbank 0.7353 0.8208 0.8351 0.9500 0.911

Systems 32_128 32_256 64_128 64_256 Others

32_128 0.9879 0.1723 0.0554 0.1658 0.5123
32_256 0.2289 0.9809 0.2069 0.1905 0.7000
64_128 0.2913 0.4294 0.9943 0.4498 0.6089
64_256 0.2590 0.1557 0.3934 0.9822 0.6714

6.3 Validation on Compound Anomalies
In this part, we validate our generation algorithm for compound anomalies. First, we evaluate the
prediction accuracy of our generation algorithm by comparing the similarity between the generated
data and real data. Then we check the performance of diagnosis on both of the data.
As mentioned in Section 5.4, we have two groups of compound anomalies for the experiments.

In the first group, we have missing indexes, lock waits, and too many indexes, which all belong
to the query-triggered anomalies. We select too many indexes + lock waits for test, and train the
machine learning models for the generation with the other two combinations. In the second group,
we have too many indexes, heavy workloads, and I/O saturation, which belong to different anomaly
categories. We select too many indexes + heavy workloads for test and use the rest for training.

To compare the similarity between the generated data and real data, we select the top-10 important
metrics based on DBSherlock as representatives. These metrics have a significant difference between
the normal and the anomalous, and they are supposed to be generated with machine learning
models. We select Random Forest (RF) [4], XGBoost (XGB) [8], and LightGBM (LGBM) [28] as the
machine learning models because they are popular tree-based ensemble models that are light-
weighted and can be trained fast. We normalize the data and use mean square error (MSE) as the
evaluation metric.

As shown in Tables 7 and 8, machine learning algorithms generally have low errors. For anomalies
of the same category, Random Forest generally has a better performance. For those of different
categories, LightGBM generally performs better. Based on this observation, we select the machine
learning models for compound anomaly generation.
Then we verify the diagnosis performances on the generated data. We train Decision Tree

classifiers based on the data with single anomalies and predict the categories of the generated
compound anomalies and the real compound anomalies. We use precision, recall, and F1 as the
metrics for the predictions. Precision refers to the ratio of true positive samples to the positive
samples. Recall refers to the ratio of detected samples to the anomalous samples. F1 Score refers
to the harmonic mean of precision and recall, which indicates the general performance. Similar
results between the generated and the real data indicate a good generation performance.

The results are shown in Table 9. We observe that, on the diagnosis task, there is no significant
difference between the generalized data and the real data, which validates the performance of our
generation algorithm for compound anomalies.

Proc. ACM Manag. Data, Vol. 1, No. 1, Article 72. Publication date: May 2023.



DBPA: A Benchmark for Transactional Database Performance Anomalies 72:17

Table 7. MSE of Compound Anomalies (Same Category).

Rank Avg Max Min RF XGB LGBM

1 1.6285 1.0894 3.4105 1.0725 1.6364 1.2711
2 3.1168 6.7090 2.7783 2.1952 3.8541 2.1309
3 0.6470 1.6380 0.7032 0.0468 0.0701 0.0645
4 0.6964 0.6568 1.6933 0.0542 0.0646 0.0563
5 1.1217 2.3334 0.7316 5.2703 44.0261 4.2365
6 1.8804 3.2446 1.3738 0.5557 0.4802 0.6490
7 0.9023 0.4746 3.9131 0.0010 0.0025 0.0027
8 0.0439 0.0333 0.1222 0.4325 0.4491 0.4304
9 1.0175 3.6749 0.1494 1.1214 1.0698 1.1196
10 1.4475 0.3476 4.8141 2.0628 1.1948 2.4158

Table 8. MSE of Compound Anomalies (Different Categories).

Rank Avg Max Min RF XGB LGBM

1 2.1442 2.9378 2.4112 2.0799 2.1418 2.0231
2 1.6362 2.7933 1.5770 1.3757 1.4091 1.3370
3 1.0522 2.2178 0.6786 0.0065 0.0054 0.0055
4 0.9560 0.6409 2.0743 0.0045 0.0021 0.0019
5 2.1493 4.1918 1.6205 1.6201 1.6306 1.5903
6 1.9014 2.0937 2.8961 1.8216 1.9533 1.9092
7 1.3060 0.2265 4.9390 0.0070 0.0072 0.0072
8 2.5597 3.7246 4.3570 4.2481 4.2516 4.2576
9 2.6503 2.9907 3.2142 2.1655 2.2320 2.0205
10 3.6089 4.6234 3.4771 3.0750 3.1590 3.1085

Table 9. Diagnosis with Generated Compound Anomalies.

Category Test Type P R F1

Same Generated 0.8214 0.4792 0.6053
Real 0.8384 0.5000 0.6264

Different Generated 1.0000 0.4375 0.6087
Real 0.9447 0.5176 0.6688

7 EVALUATION EXPERIMENTS
Based on our datasets, we evaluate some common algorithms to show the functionality of DBPA.
The evaluation experiments include anomaly detection, diagnosis of single anomalies, diagnosis of
compound anomalies, and evaluation on MySQL databases.

7.1 Anomaly Detection
For anomaly detection, we evaluate common unsupervised machine learning algorithms. These
algorithms aim at distinguishing between normal and abnormal data instead of recognizing the
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Table 10. Evaluation on Anomaly Detection.

Train % 40% 60% 80%
P R F1 P R F1 P R F1

IF 0.8074 0.5077 0.6234 0.8101 0.6065 0.6934 0.8046 0.5324 0.6404
OC-SVM 0.6654 0.9999 0.7990 0.6614 0.9998 0.7961 0.6686 1.0000 0.8013
LOF 0.7972 0.7529 0.7744 0.7968 0.7634 0.7797 0.7873 0.7585 0.7726
SVDD 0.6533 0.9441 0.7721 0.6489 0.9449 0.7693 0.6569 0.9515 0.7772

types of the anomalies. They are trained on normal data and tested on both normal and anomalous
data. They are different from the diagnosis algorithms, which recognize the anomaly types and are
trained on both normal and anomalous data.

We refer to the anomaly detection benchmark proposed by Emmott et al. [15], and select Isolation
Forest (IF) [36], One Class SVM (OC-SVM) [56], Local Outlier Factor (LOF) [5], and SVDD [63] for
evaluation.We do not evaluate the algorithms for database anomalies in the related work [23, 41, 66],
because they only focus on every single monitoring metric. Instead, we evaluate the ability to
distinguish the normal and anomalous data slices that contain all the metrics.
The input of the algorithm is the data slices from the samples in DBPA dataset. Each slice is a

sequence of monitoring metrics for 10 timestamps, slightly shorter than the length of the anomalous
samples, which is 12 timestamps. The output of the algorithm is a boolean value indicating whether
the data is anomalous. We use precision, recall, and F1 Score as evaluation metrics, which are
introduced in Section 6.3. We evaluate the anomaly detection algorithms with different settings of
the training set ratio.

The results are shown in Table 10. The influence of the training set ratio is not significant. One
Class SVM has the best overall performance with the highest F1 scores. Isolation Forest has a low
recall, indicating a high possibility of omissions. One Class SVM and SVDD have low precision,
indicating a high possibility of false alarms. Local Outlier Factor has medium precision and recall.

7.2 Diagnosis of Single Anomalies
We consider the diagnosis of single anomalies as a classification task, so we select some common
machine-learning-based classification models [40], including Logistic Regression (LR), Multilayer
Perception,Decision Tree (DT ), Random Forest (RF ),XGBoost (XGB), and LightGBM (LGBM).We do not
use deep learning models with complex neural networks because it is difficult to select appropriate
hyper-parameters. We also evaluate some diagnosis algorithms for database anomalies. We select
AutoMonitor (AutoM) [23] and DBSherlock [66] in the related work for the experiments because
they support arbitrary anomaly types. We do not evaluate ISQUAD [41] because it is designed for
intermittent slow queries which have both spikes and level shifts [6, 52] in the monitoring metrics.
We mainly focus on continuous performance regressions instead of intermittent ones, and we do
not have spikes in the monitoring metrics for most of the anomalies.
AutoMonitor optimizes the K-Nearest-Neighbor (KNN) algorithm with a modified distance

between the data slices, where each monitoring metric has a weight related to the anomaly types. In
comparison to AutoMonitor, we also have the naive KNN for evaluation. Note that the performance
of AutoMonitor and KNN can be strongly influenced by data imbalance. So we apply different
weights to different anomaly types according to the data size. The diagnosis algorithm of DBSherlock
requires a long time to build causal models for all the data, which is unaffordable for common users.
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Table 11. Evaluation on Diagnosis Accuracy.

Ratio 40% 60% 80%

LR 0.8697 0.8769 0.8744
MLP 0.8801 0.8944 0.8987
DT 0.8874 0.9054 0.9088
RF 0.9441 0.9639 0.9767
XGB 0.9733 0.9864 0.9897
LGBM 0.9651 0.9829 0.9876

AutoM 0.7503 0.7714 0.8112
KNN 0.7404 0.7814 0.8112

So we do not evaluate DBSherlock in the full-data experiments, but have another experiment with
different dataset sizes.
We evaluate the accuracy of classification with different settings of the training set ratio. The

results are shown in Table 11. The training set ratio does not have a significant influence except for
AutoMonitor and KNN. The tree-based ensemble models (RF, XGB, and LGBM) generally perform
better than other algorithms. AutoMonitor generally performs better than naive KNN, but still
worse than the machine learning models that we select.

We also present the diagnosis performance of each anomaly type with 60 percent training
data. We use precision, recall, and F1 as the metrics, and the results are shown in Table 12. The
relatively high scores indicate the effectiveness of the monitoring metrics. Some of the anomalies
are naturally easy to recognize, but some are not. For the database environment anomalies and the
workload amount anomalies, all the machine learning models have high precision, recall, and F1
scores. AutoMonitor generally performs worse than these models, but better than the naive KNN.
For the query-triggered anomalies except for lock waits, the diagnosis performance is generally
worse. XGBoost and LightGBM have the best performance, followed by Random Forest. The nearest-
neighbor-based algorithms still generally perform worse than the machine learning models we
select except for Logistic Regression. For lock waits, KNN fails because the metrics for locks are
not significant among the various metrics. AutoMonitor performs better than KNN because it has
higher weights for the important metrics. The other algorithms have better abilities to capture the
feature of the metrics for locks, so they have high precision, recall, and F1 scores.

We have another evaluation experiment for DBSherlock with small datasets, because it needs to
build one causal model for each piece of data and the time is unaffordable with the full dataset. We
uniformly select 40, 80, and 120 pieces of data for each anomaly type. We use 70 percent of the
data to construct the models for the algorithms, and the rest 30 percent for the accuracy test. We
compare the accuracy and model construction time of DBSherlock (DBS) with XGBoost (XGB) and
LightGBM (LGBM), which generally have a better performance in the previous experiment.
The results are shown in Table 13. With a heuristic diagnosis algorithm, DBSherlock has lower

accuracy but significantly higher time cost than XGBoost and LightGBM. Besides, all the algorithms
perform better with a larger dataset, and the improvements in XGBoost and LightGBM are more
significant. This indicates that the machine learning algorithms need a large dataset to achieve a
good performance.
For further discrimination between different machine learning algorithms, we test their gener-

alization ability with the data from different scenarios for training and test. Specifically, we take
3 background workloads (TPC-C, TATP, and Voter) and 3 system environments (32_128, 32_256,
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Table 12. Evaluation on Diagnosis of Each Anomaly Type.

Small Shared Buffer I/O Saturation Concurrent Inserts
P R F1 P R F1 P R F1

LR 0.998 1.000 0.999 1.000 0.984 0.992 0.997 0.996 0.997
MLP 0.997 1.000 0.999 0.990 0.995 0.992 0.997 0.996 0.997
DT 0.994 0.998 0.996 0.945 1.000 0.972 0.999 0.990 0.995
RF 0.998 1.000 0.999 1.000 1.000 1.000 1.000 0.999 1.000
XGB 0.998 0.998 0.998 0.995 0.995 0.995 1.000 0.999 0.999
LGBM 0.996 1.000 0.998 1.000 0.995 0.997 1.000 1.000 1.000
AutoM 1.000 0.962 0.980 0.762 1.000 0.865 0.951 0.821 0.881
KNN 1.000 0.769 0.870 0.727 0.250 0.372 0.863 0.879 0.871

Concurrent Commits Heavy Workload Missing Indexes
P R F1 P R F1 P R F1

LR 1.000 1.000 1.000 0.993 0.990 0.992 0.480 0.242 0.322
MLP 0.999 0.999 0.999 1.000 0.992 0.996 0.576 0.595 0.585
DT 0.998 0.999 0.998 0.984 0.988 0.986 0.890 0.325 0.476
RF 1.000 1.000 1.000 1.000 1.000 1.000 0.988 0.775 0.869
XGB 1.000 1.000 1.000 1.000 1.000 1.000 0.984 0.974 0.979
LGBM 1.000 1.000 1.000 1.000 0.998 0.999 0.985 0.954 0.970
AutoM 0.849 0.915 0.881 0.883 0.914 0.898 0.303 0.429 0.355
KNN 0.893 0.870 0.881 0.907 0.672 0.772 0.347 0.169 0.227

Too Many Indexes Vacuum Lock Waits
P R F1 P R F1 P R F1

LR 0.772 0.871 0.819 0.698 0.869 0.774 1.000 1.000 1.000
MLP 0.777 0.899 0.834 0.793 0.784 0.788 1.000 1.000 1.000
DT 0.828 0.861 0.844 0.742 0.981 0.845 0.989 1.000 0.995
RF 0.865 0.991 0.924 0.899 0.995 0.944 1.000 1.000 1.000
XGB 0.933 0.980 0.956 0.987 0.992 0.989 1.000 1.000 1.000
LGBM 0.915 0.979 0.946 0.978 0.993 0.985 1.000 1.000 1.000
AutoM 0.891 0.880 0.886 0.645 0.544 0.590 1.000 0.556 0.714
KNN 0.827 0.920 0.871 0.639 0.818 0.717 0.000 0.000 0.000

Table 13. Evaluation on Different Dataset Sizes.

Size 40 80 120
Acc Time (s) Acc Time (s) Acc Time (s)

XGB 0.811 2.0 0.822 2.6 0.889 2.7
LGBM 0.833 1.2 0.852 2.6 0.894 3.1
DBS 0.593 10307.8 0.616 20820.8 0.654 31080.0

and 64_128) as introduced in Section 6.2, 9 scenarios in total, for training. We take the scenario
with Smallbank and 64_256 for test. The results of accuracy are shown in Table 14. There are more
significant varieties in the results than in the previous experiments. LGBM has the best accuracy,
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Table 14. Evaluation on Different Scenarios.

LR MLP DT RF XGB LGBM

Acc 0.7023 0.6134 0.7453 0.8402 0.8122 0.8641

Table 15. Case Study of Anomaly Diagnosis.

Case # LGBM AutoM KNN
SHAP Top-3 DistT DistF DistT DistF

1 0.2626 0.0780 0.0620 0.6431 0.4511
2 0.2609 0.1185 0.0963 0.9211 0.9143
3 0.2818 0.0823 0.0674 0.6433 0.5576
4 0.2640 0.0241 0.0237 0.1890 0.1732
5 0.2707 0.2089 0.2046 2.0391 1.7151

followed by RF and XGB. MLP performs the worst, indicating lower abilities of generalization for
this task.
To explain why the machine learning models generally have higher accuracy than traditional

algorithms, we analyze some cases where AutoM/KNN misclassify but LGBM does not. In Table
15, we show 5 cases from the anomalies where LGBM has substantially higher accuracy than
AutoM/KNN. In cases #1 and #2, the correct label is Missing Indexes but misclassified by AutoM and
KNN as Vacuum. In cases #3 and #4, the correct label is Vacuum but misclassified asMissing Indexes.
In case #5, the correct label is Lock Waits but misclassified as I/O Saturation.

For LGBM, its tree nodes split based on the discriminative features. We compute the normalized
SHAP importance [38] of each metric, which measures its marginal contribution to the model. The
result shows that the top-3 metrics in LGBM make more than 1/4 contributions among the 110
metrics. For AutoM/KNN, various metrics are treated with equal importance. We show the distance
from each case point to its closest training samples with the correct label (DistT) and misclassified
label (DistF). The result shows only slight differences between the distances, indicating that the
important metrics captured by LGBM are neglected by AutoM and KNN.
We have the following conclusions from the experiments. First, XGBoost and LightGBM, two

machine learning models, generally perform better than DBSherlock, AutoMonitor, and the other
machine learning algorithms that we select. Second, our benchmark supports both machine learning
and heuristic algorithms. Third, the difficulty of diagnosis each anomaly type is different, which
is also related to the diagnosis algorithm. Finally, the machine learning algorithms need a large
dataset to achieve a good performance. This proves that DBPA can help to improve the performance
of anomaly diagnosis in transactional databases by making machine learning available for this task.

7.3 Diagnosis of Compound Anomalies
To evaluate different algorithms for compound anomalies diagnosis, we employ a one-vs-rest model
for each single anomaly type. The models are trained with single anomalies and normal data, and
tested with compound anomalies and normal data. We only evaluate the selected machine learning
algorithms, because AutoMonitor and KNN do not support one-vs-rest for compound anomalies
and DBSherlock has low time efficiency for the full dataset.
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Table 16. Evaluation on Compound Anomalies Diagnosis.

Same Category Different Categories
Model P R F1 P R F1

LR 1.0000 0.5262 0.6896 0.9642 0.4468 0.6106
MLP 0.9978 0.5017 0.6677 0.8195 0.5322 0.6454
DT 0.9670 0.6049 0.7442 0.8379 0.5400 0.6568
RF 0.9792 0.6032 0.7465 1.0000 0.3501 0.5186
XGB 0.8711 0.6032 0.7128 0.8605 0.1265 0.2205
LGBM 0.8762 0.5887 0.7043 1.0000 0.1265 0.2245

Table 17. Evaluation with MySQL-based Dataset.

Test Env. 32_128 32_256 64_128 64_256

LR 0.8100 0.8862 0.8563 0.9264
MLP 0.7590 0.7467 0.8888 0.8872
DT 0.9032 0.7667 0.8018 0.9804
RF 0.9176 0.9712 0.9027 0.9331
XGB 0.9583 0.9150 0.9552 0.8512
LGBM 0.9670 0.8713 0.9444 0.9258
AutoM 0.5118 0.3628 0.5133 0.5767
KNN 0.6386 0.4867 0.5472 0.3378

We have two groups of compound anomalies, one belongs to the same category and the other
belongs to different categories, which has the same settings as Section 6.3. The evaluation metrics
are the precision, recall, and F1 score of the model for each anomaly type.
As shown in Table 16, the diagnosis of compound anomalies generally has high precision but

low recall, which indicates that most positive samples are correct, but there are many omissions.
For the compound anomalies of the same category, there is not a significant difference between the
performance of different machine learning algorithms. Decision Tee and Random Forest generally
perform better, and MLP performs the worst. For the compound anomalies of different categories,
Decision Tree and MLP generally perform better. The tree-based ensemble models (RF, XGB, and
LGBM) perform worse, indicating that they may not be suitable for this task.

7.4 Evaluation on MySQL
The previous experiments are based on the open-source PostgreSQL databases. To illustrate the
generality of DBPA, we extend DBPA to another popular open-source DBMS, MySQL, for the
evaluation of diagnosis algorithms. The generation of the dataset follows the same approach as
introduced in Section 4, except that we do not include the anomaly type Vacuum and the reason is
mentioned in Section 3.1.
We take an experiment that is similar to Section 6.2. We use the data from three system envi-

ronments for training and the rest one for test. We test the classification accuracy of the common
diagnosis algorithms introduced in Section 7.2.
The results are shown in Table 17, where the headers show the system environment of test

data and the values shows the classification accuracy. The accuracy is generally high for the
machine learning models but still distinguishable. Thus, we prove that: (1) different anomalies are
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distinguishable in the MySQL-based dataset; (2) the evaluation of common diagnosis algorithms is
supported.

8 CONCLUSION
In this work, we propose DBPA, a benchmark for the common performance anomalies in trans-
actional database systems. It can help to apply machine learning techniques to the diagnosis of
database performance anomalies. To ease the burden of benchmarking different anomaly detection
algorithms, we first need to generate the anomaly data, which is the main effort of our work. There
is no open-source dataset available and it is difficult to collect such data from real-life DBs. To
the best of our knowledge, this is the first work to propose specific reproduction procedures to
generate data for database performance anomalies. In DBPA, we select nine common anomaly
types categorized by the influence factors of the database performance. We propose a general
reproduction procedure for each anomaly category, and the specific procedure for each anomaly
type. We describe the dataset construction procedure and propose a generation algorithm for
compound anomalies. DBPA meets the requirements of consistency, correctness, diversity, support
for compound anomalies, extensiveness, and effectiveness. With DBPA, users can easily extend
new anomaly types, generate a dataset in new environments, or evaluate different algorithms for
anomaly detection and diagnosis. Empirical studies show that the tree-based ensemble machine
learning models perform better than the heuristic algorithms for database anomaly diagnosis, which
indicates that our work can help to improve the diagnosis performance in modern transactional
database systems.
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